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U-net

Contracting path  
to capture context

Expansive path 
for precise 
localization



Pooling

Pooling progressively reduce the spatial size of the representation to 
reduce the number of parameters and computation in the network.



Problem



Graph U-net



Encoder

Inputs -> GCN -> gPool -> GCN….-> gPool -> GCN

Reducing graph size Aggregate first order neighbor information

Encoder
block



Decoder

gUnpool -> GCN….-> gUnpool -> GCN

Restore graph into higher resolution

Aggregate first order neighbor information

Decoding 
block



Skip Connection

For blocks in the same level, 
encoder block uses skip connection 
to fuse the low-level features from 

the encoder block



Graph Pooling



Graph Pooling
1. Projection



Graph Pooling

2. Top k Node Selection( Extract feature )



Graph Pooling

3. Top k Node Selection( Update Adjacency matrix)



Graph Pooling

Control information flow

4. Gate



Graph Pooling

Control information flow

4. Gate(sigmoid)



Graph Unpooling

Fill 0 feature vector for Unselected node



Tricks

• Use 2nd-order adjacency matrix to avoid too sparse 
connectivity after gPooling

• Emphasize each node’s own feature



Experiments (described in the paper)

1. Datasets



Experiments (described in the paper)

2. Performance



Experiments (described in the paper)
3. Network structure study



Graph U-Net in PyTorch Geometric

Data Loading



Graph U-Net in PyTorch Geometric

Training

Testing



Experiment result 

• Data: Cora
• Epoch: 200



Experiment result 

Loss graph 
Accuracy graph 


