ABSTRACT

Since plagiarism has become a social problem, there has been a recent surge in studies on plagiarism detection. Especially, because text plagiarism is growing rapidly with the development of the Internet, so many plagiarism detection algorithms have been proposed. However, most algorithms focus on the optimized one-to-one comparison rather than massive document comparison. The latter algorithms have a limitation in time performance when users carry out an exhaustive search on sets of many documents. In this paper, we propose an optimized preprocessing model to detect similar text in massive document repositories. This model uses an efficient data structure called GDIC (Global Dictionary). We experimentally prove the performance of the model. Our experiments show that the searching time via pre-process model is drastically more reduced than that without the preprocess model, and computation time is reduced to 70% or more while sensitivity is maintained at 75%. When we use this model, GDIC generation time accounts for a large proportion of all of detection time. In future work, we will optimize GDIC creation time to improve the performance of the entire system.
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1 Introduction

Plagiarism, as defined in the 1995 Random House Compact Unabridged Dictionary, is the “use or close imitation of the language and thoughts of another author and the representation of them as one’s own original work.”[1]. One of the main issues in Research ethics is Plagiarism. We can plagiarise more easily than before through the Internet, since the Internet provides us with much information. So, it is getting more difficult to detect text plagiarism due to the large quantity of texts to be inspected. Many automated detecting plagiarism algorithms are proposed, but most are suitable for one-to-one comparison rather than that for massive documents. Since plagiarism detection time depends on the number of pairs used for inspecting plagiarism, it is inefficient to detect all pairs of documents. Thus, if we can reduce the search space, we expect to save computing time. In this paper, we propose the preprocessing model using an efficient new data
structure called GDIC (Global DICtionary) to detect similar texts in sets of numerous documents. Our proposed preprocessing model can reduce the time cost for detecting similar texts through extracting a suspicious documents set. We experimentally prove the efficiency of this model.

2 Related works

Studies on automatically detecting plagiarized documents have recently made steady progress. Many methods of finding similar texts have recently been introduced. They can be divided into two types, which are attribute counting and structure metric[2].

In the attribute counting method, similar texts are inspected through comparing suspicious documents based on the frequency of words in the texts[2]. In the latter method, document size hardly affects the effectiveness of plagiarism detection time, and it also has shorter search time. The attribute counting method, however, has limitations that it cannot report the specific location of corresponding sentences in two documents. It includes Blast[3], SCAM[4], fingerprinting algorithms, etc. In recent research, the most commonly used way based on the fingerprints algorithm. Fingerprints of a document yield the set of all possible document substrings of a certain length, called fingerprints, and fingerprinting is the process of generating fingerprints[5]. Many efforts[6, 7] have been made to find similar texts using fingerprints. The extension studies on fingerprints[8, 9, 10] are developed actively due to the limitation that attribute counting method cannot find a specific area. And studies about preprocessing to decrease inspection space are also carried out[11, 12].

In the Structure metric method, similar documents are detected by computing the similarity of Token String after analyzing the structure of the document[2]. In this method, the size of the document is proportional to the detection time of similar texts. However, the latter method is useful for detecting partially matched sentences, so it is usually used to detect programming code plagiarism. The extension studies of this method to find plagiarism[13] have been conducted. DeVAC[14] uses a combined algorithm that takes each strength of fingerprints and structure metric to detect plagiarism. The system reduces the domain that requires comparison through preprocessing, and it finds the specific location of the same sentences using the structure metric method[15].

However, these methods only consider time performance in one-to-one comparison or many-to-many comparison in a narrow set, so it has limited performance in terms of time. If we carry out exhaustive search on all the pairs in large document sets, the detection time increases rapidly. Let us assume that the number of documents in A set is $n$. If we carry out plagiarism detection, then the number of the pairs that needs inspection is $n^2$. Therefore, it is practically impossible to find similar texts since detection time increases exponentially if the number of documents falls outside a certain level. Therefore, we suggest the optimized pre-processing model to
detect plagiarism in massive document repository. The proposed preprocess model reduces the total searching time by decreasing the inspected space. We use the DeVAC system to conduct experiments for measuring the performance of the preprocessing model since DeVAC shows high performance in a one-to-one comparison[15]. So, we will conduct an experiment on time performance by applying the preprocessing model.

3 Preprocessing Model

We propose a preprocessing model using the Global Dictionary to reduce search space. In the reduced space, we can dramatically reduce search time. An overview of the similar document search system that applied this model is shown in Figure 1.

**Figure 1.** An overview of a similar document searching system that applied our preprocessing model. The dotted lines indicate the flow of execution, and the solid lines represent the flow of data. The entire process consists of three steps that are creating of GDIC, preprocessing, and exhaustive searching. The preprocessing model consists of three steps, which are stop-word removal, common key count, and common key ratio check. GDIC is used by the preprocessing module.

Our proposed system consists of three steps, including the Creation of GDIC(Global DICTIONARY), preprocessing, and exhaustive search. Each step is described as follows.
3.1 Creating GDIC (Global DIctionary)

Let us define some notations for a detailed explanation.

\( D \) : a set of documents.

\( d_i \) : a document consists of an ordered list of words.

\[ D = \{ d_1, d_2, ..., d_i, ..., d_n \}, \text{so}|D| = n. \] (1)

\[ d_i = \langle w_{i,1}, w_{i,2}, ..., w_{i,j}, ..., w_{i,m} \rangle, \text{so}|d_i| = m. \] (2)

\( w_{i,j} \) : \( j \)th word in document \( d_i \).

\( Unique(d_i) \) : the set of different words in \( d_i \).

\[ Unique(d_i) = \{ u_k | u_k = \forall w_{i,j} \in d_i \} \] (3)

\( freq(d_i, w) \) : the number of the word \( w \) that appeared in document \( d_i \). For example, we suppose documents \( d_a \) and \( d_b \) as follows.

\[
\begin{array}{cccccc}
A & B & C & C & G & E \\
D & F \\
...
\end{array}
\]

\[ (1)_{d_a} \]

\[
\begin{array}{cccccc}
F & D & E & C & C & F & A \\
G & G & H \\
...
\end{array}
\]

\[ (2)_{d_b} \]

Then, \( freq(d_a, 'C') = 3 \) and \( freq(d_b, 'F') = 2. \)

\( Unique_{set}(D) \) : the set of different words in a document \( d_i \) in a set \( D \).

\[ Unique_{set}(D) = \{ u_{s_j} | \forall u_{s_j} \in d_i, \forall d_i \in D \} \] (4)

\( freqset(D, w) \) : the number of the document which has a word \( w \). For example, \( D \) has \( d_a \) and \( d_b \), \( freqset(D, 'C') = 2 \) and \( freqset(D, 'B') = 1. \)

First, the proposed system asked the user to enter \( D \) as input dataset. The system generated a Global Dictionary from \( D \). Global DIctionary(GDIC) consists of two data structures, \( Table_A \) and \( Table_B \).

\[ GDIC(D) = \langle Table_A(D), Table_B(D) \rangle \] (5)
Table\textsubscript{A}(D) is a data structure that consist of \(d_i, u_{i,j}\) and \(f_{req}(d_i, u_{i,j})\).

\[
\text{Table}\textsubscript{A}(D) = \{A_1, A_2, A_3, ..., A_n\}
\]  

(6)

\[A_k = <d_i, u_{i,j}, f_{req}(d_i, u_{i,j})>
\]  

(7)

Table\textsubscript{B} has all word in D and \(f_{reqset}(D, \text{word})\).

\[
\text{Table}\textsubscript{B}(D) = \{B_1, B_2, B_3, ..., B_n\}
\]  

(8)

\[B_k = <\text{word} \in D, f_{reqset}(D, \text{word})>
\]  

(9)

Table\textsubscript{A}(D) is shown in Table 1 and Table\textsubscript{B} is shown in Table 2. Generally, the size of a docu-

<table>
<thead>
<tr>
<th>doc.</th>
<th>word</th>
<th>(f_{req}(d_i, w))</th>
<th>doc.</th>
<th>word</th>
<th>(f_{req}(d_i, w))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d_a)</td>
<td>A</td>
<td>1</td>
<td>(d_b)</td>
<td>F</td>
<td>2</td>
</tr>
<tr>
<td>(d_a)</td>
<td>B</td>
<td>1</td>
<td>(d_b)</td>
<td>D</td>
<td>1</td>
</tr>
<tr>
<td>(d_a)</td>
<td>C</td>
<td>3</td>
<td>(d_b)</td>
<td>E</td>
<td>1</td>
</tr>
<tr>
<td>(d_a)</td>
<td>G</td>
<td>1</td>
<td>(d_b)</td>
<td>C</td>
<td>2</td>
</tr>
<tr>
<td>(d_a)</td>
<td>E</td>
<td>1</td>
<td>(d_b)</td>
<td>A</td>
<td>1</td>
</tr>
<tr>
<td>(d_a)</td>
<td>D</td>
<td>1</td>
<td>(d_b)</td>
<td>G</td>
<td>2</td>
</tr>
<tr>
<td>(d_a)</td>
<td>F</td>
<td>1</td>
<td>(d_b)</td>
<td>H</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE 1. Table\textsubscript{A}(D) obtained from two documents \(d_a\) and \(d_b\) in D. Keyword is a word in \(d_i\), \(f_{req}(d_i, w)\) means the frequency of the word \(w\) in document \(d_i\).

<table>
<thead>
<tr>
<th>word</th>
<th>(f_{reqset}(D, w))</th>
<th>word</th>
<th>(f_{reqset}(D, w))</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2</td>
<td>E</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>F</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>2</td>
<td>G</td>
<td>1</td>
</tr>
<tr>
<td>D</td>
<td>2</td>
<td>H</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE 2. Table\textsubscript{B} obtained from two documents \(d_A\) and \(d_B\) in D. \(f_{reqset}(D, w)\) means the number of the set of documents that have word \(w\). For example, \(f_{reqset}(D, 'B')\) is 1 because the word 'B' in \(d_A\) only. But the word 'A' is in both A and B, so \(f_{reqset}(D, 'A')\) is 2. Such key that appeared in many documents will be a stop-word.

ment set increases, and the generation time of GDIC is also increased because the GDIC creation process requires disk-access intensive computation.
3.2 Preprocessing Method using GDIC

After generating GDIC, we can preprocess using this data structure. In this process, the system found suspicious pairs of documents. The preprocessing model consists of three steps that are stop-word removal, common key count, and common key ratio check.

First, the set of stopwords, Stop(D) is defined as follows.

\[
\text{Stop}(D) = \{ s_i | \frac{\text{freq}_{\text{set}}(D, s_i)}{|D|} > P_{\text{stop}} \}
\]  

(10)

The stop-word removal process prevents the use of the frequent words like 'have' or 'the'. So, we can use less written words like 'plagiarism' to find suspicious pairs of text. \( P_{\text{stop}} \) is proportional to stop-words. To perform a more efficient preprocessing, proportion of stop-words needs to be set to 0.995 or more. After the stop-word removal process is completes, we can preprocess using GDIC. Preprocessing is comprised of two steps. In the first step(step A), we use a number of common keys, and in the second step(step B), we use a percentage of common keys. \( D \) is the set of all unordered pairs of distinct elements in \( D \).

\[
\mathbb{D}(D) = \{ (x, y) | x, y \in D \land (x \neq y) \}
\]  

(11)

In step A, we measure the number of appearing non-stop-word keys. If some keys that appear in each text are more than \( N_{\text{match}} \) times and these keys appear in two texts more than the total \( S_{\text{match}} \) times, then the system judges that the pair of documents need to exhaustively search each other. So, the pair of texts has entered the suspicious queue, \( D_{\text{match}} \). The set \( D_{\text{match}} \), subsets of \( \mathbb{D} \), are defined as follows.

\[
D_{\text{match}}(D) = \{ (x, y) | \text{word} \in \text{Stop}(D) \land M(\text{freq}(x, \text{word}), \text{freq}(y, \text{word})) \}
\]  

(12)

where

\[
M(x, y) = (x \geq N_{\text{match}}) \land (y \geq N_{\text{match}}) \land (x + y \geq S_{\text{match}})
\]  

(13)

\( N_{\text{match}} \) and \( S_{\text{match}} \) are configurable parameters in the system. Through the experiments, we uncovered the appropriate values \( N_{\text{match}} \) and \( S_{\text{match}} \). The value of \( N_{\text{match}} \) is a proper 1-5, and the value of \( S_{\text{match}} \) is a proper 5-15. For example, we assume documents A and B. When \( N_{\text{match}} \) is 2 and \( S_{\text{match}} \) is 5, if a non-stop-word appears 3 times in A and B both, then \( D_{\text{match}} \) includes the pair of A and B because \( N_{\text{match}} = 2 \land 3 \) and \( S_{\text{match}} = 5 \land 3 + 3 \). If the higher \( \text{Stop}(D) \) of the above, then the computing time is decreased, but sensitivity is lowered. So, it is important to use the appropriate settings.

After step A is done, almost all suspicious pairs of the documents are into the inspection queue. However, some short texts are not included in the inspection queue because the small text has only 1-2 times per key. To avoid this situation, we need a method to find the suspicious
pairs of short texts. The set $D_{common}$, subsets of $D$, are defined as follows.

$$D_{common} = \{(x, y) | |Unique(x) \cap Unique(y) \cap Stop(D)| \geq \min(|Unique(x)|, |Unique(y)|) \} \geq P_{common}$$  \hspace{1cm} (14)

In step B, we measure the percentage of common non-stop-word keys. If the percentages of any pairs are greater than $P_{common}$, then the pairs go into the inspection queue $D_{common}$. The value of $P_{common}$ is a proper 0.2-0.5. For example, when $P_{common}$ is 0.4 and if the ratio of the common key is 40% or more, then $D_{common}$ includes the pair of documents.

3.3 Exhaustive Search for Reduced Sets

The reduced set of unordered pairs of documents that will be finally compared is denoted by $D_{reduced}$, which is defined as follows.

$$D_{reduced}(D) = D_{match}(D) \cup D_{common}(D)$$  \hspace{1cm} (15)

After preprocessing is completed, we conduct an exhaustive search on all the suspicious pairs of documents. In this process, we use the similar document detection engine of the DeVAC system. We do not mention the DeVAC system in this paper because the performance of the system has already been verified in previous articles. At the end of this process, we can see similar areas and similar values of each pair of text through the result file.

4 Experiments

4.1 Prepared Dataset

<table>
<thead>
<tr>
<th>No.</th>
<th>No. of text</th>
<th>Size(MB)</th>
<th>No. of text</th>
<th>Size(MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6,263</td>
<td>1,494.73</td>
<td>5</td>
<td>1,197</td>
</tr>
<tr>
<td>2</td>
<td>8,852</td>
<td>114.37</td>
<td>6</td>
<td>1,084</td>
</tr>
<tr>
<td>3</td>
<td>1,237</td>
<td>97.18</td>
<td>7</td>
<td>1,369</td>
</tr>
<tr>
<td>4</td>
<td>1,374</td>
<td>113.17</td>
<td>8</td>
<td>323</td>
</tr>
</tbody>
</table>

Table 3. Description of our input datasets. Set 1 has the largest size to evaluate the capacity of dealing with large size data. Although Set 2 has the largest number of texts, the size of its data is average. And Set 8 is the smallest set. The other sets have similar to each other.

We used 8 document sets of policy-related reports to measure the performance of our proposed model. We summarized the input datasets in Table 3. Especially, Set 1 is the largest set to evaluate the capacity of dealing with the large size data. And Set 2 has the most texts, but its size is average. Set 8 is the smallest set.
4.2 Experimental Methods

To compare with previous method with our method, we will measure the computing time and sensitivity of both methods. The experimental method is as follows. First, we do an exhaustive search on all pairs of documents using the DeVAC system without preprocessing. Moreover, we count the number of pairs of documents with absolute similarity as being over 500. Absolute similarity is the measured value of how similar the two documents are between specific areas. If this value is over 100, then the pair requires human exhaustive check. If the value is over 500, then we can judge that plagiarism has occurred in the area. Moreover, we measured processing time. Second, we will perform tests using the proposed model. We must set the appropriate parameters mentioned in the previous chapter. The proportion of stop-word was set to 0.995, N was set to 2, S to 7, and P to 0.02. The measurements were performed in the same way including detailed measurements of search time (generation of GDIC, preprocessing, and exhaustive search respectively).

4.3 Results and Analysis

<table>
<thead>
<tr>
<th>No.</th>
<th>Previous method(sec.)</th>
<th>Our method(sec.)</th>
<th>$\gamma$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>144,886.92</td>
<td>25,788.27</td>
<td>82.21</td>
</tr>
<tr>
<td>2</td>
<td>217,126.33</td>
<td>28,126.53</td>
<td>87.05</td>
</tr>
<tr>
<td>3</td>
<td>4,332.81</td>
<td>1,253.44</td>
<td>71.07</td>
</tr>
<tr>
<td>4</td>
<td>4,731.23</td>
<td>1,328.13</td>
<td>71.93</td>
</tr>
<tr>
<td>5</td>
<td>4,011.98</td>
<td>1,218.38</td>
<td>69.63</td>
</tr>
<tr>
<td>6</td>
<td>3,826.36</td>
<td>1,181.21</td>
<td>69.13</td>
</tr>
<tr>
<td>7</td>
<td>5,283.65</td>
<td>1,012.26</td>
<td>80.84</td>
</tr>
<tr>
<td>8</td>
<td>632.59</td>
<td>436.02</td>
<td>31.07</td>
</tr>
</tbody>
</table>

Table 4. Experimental result on 8 document sets described in Table 3. We compared the computation time between our proposed method and the previous method. Gamma($\gamma$) means decreasing rate of computing time. Our method can save 63.90-87.05% of the time costs in terms of search time. However, we can reduce only 31.02% of the time costs in the smallest 8th set because the generation time of GDIC is too large to preprocess with a small set.

The results of the measured time that was required for the operation are shown in Table 4. In most of input datasets, computation time was reduced by more than 63.90-87.05%. But in Set 8, the smallest set that has 323 elements, the width is reduced by 31.02%; it is low in comparison to the other sets. In other words, in a large set of documents consisting of more than 1000, we
can benefit from preprocessing, but in a small set of 100-300, the benefits are not great. Table 5 shows a number of pairs of documents that have an absolute similarity of over 500.

<table>
<thead>
<tr>
<th>No.</th>
<th>Number of document pairs</th>
<th>Previous method</th>
<th>Our method</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1,303</td>
<td>1,164</td>
<td></td>
<td>89.33%</td>
</tr>
<tr>
<td>2</td>
<td>1,246</td>
<td>1,062</td>
<td></td>
<td>85.23%</td>
</tr>
<tr>
<td>3</td>
<td>1,032</td>
<td>961</td>
<td></td>
<td>93.12%</td>
</tr>
<tr>
<td>4</td>
<td>1,420</td>
<td>1,181</td>
<td></td>
<td>83.17%</td>
</tr>
<tr>
<td>5</td>
<td>867</td>
<td>721</td>
<td></td>
<td>83.16%</td>
</tr>
<tr>
<td>6</td>
<td>782</td>
<td>604</td>
<td></td>
<td>77.24%</td>
</tr>
<tr>
<td>7</td>
<td>1,443</td>
<td>1,230</td>
<td></td>
<td>85.24%</td>
</tr>
<tr>
<td>8</td>
<td>452</td>
<td>432</td>
<td></td>
<td>95.58%</td>
</tr>
</tbody>
</table>

Table 5. The experimental result on 8 document sets described in Table 3. A comparison of sensitivity between the previous method and our method. The ‘number of pairs of documents’ value means the number of pairs that have an absolute similarity of over 500. This is the performance of 77.24-95.58% compared to those of conventional methods. Conversely, about 5-23% of the omissions may occur. We can improve a lot of performance of the system using our method. In contrast, the system miss a few suspicious pairs.

The results were as follows. In all sets, our proposed system found 77.24% to 95.58% of pairs of documents that were found by the previous method. It means that if the preprocessing model was applied, then the system could miss 20% of the results. Analysis of a missing pair of documents is necessary to reduce the miss ratio. Figure 2 shows the sensitivity and reduction of search time of our model. Table 6 shows the processing time required to perform every step in Set 1. In this set, each step of computation time using our method was measured as follows. Nearly half of the total search time (48.95%) is occupied with the GDIC creation time. Exhaustive search has progressed much of the optimization, and preprocessing with 13.4% of the entire process is relatively short. So, the GDIC creation process is essential for optimization. If GDIC generation time is reduced, then the overall system performance will improve even further.

5 Conclusion

In this paper, we proposed a preprocessing filter based on a new data structure called GDIC in order to improve the inspection capability for large numbers of documents. To preprocess, we used a data structure called GDIC. In order to decide whether or not to thoroughly inspect
Figure 2. The experimental result of sensitivity and reduction of search time of our model. In the 8 document sets described in Table 3. In most of the sets, sensitivity was measured as being 77.24% or more. Search time reduction was measured as 63.90% or more. In other words, our model works effectively. Exceptionally, in Set 8, our system achieved only 31.07% of improved time costs in terms of search time because the processing time of generating GDIC added a load to the entire processing time.

documents, we measured the frequency of the occurrence of Key and the proportion of Key. We could filter the pairs that did not need to be inspected based on theses data. In our experiment, 6,200 documents were used and we measured the detecting time both with the proposed model and without preprocessing. The result shows that plagiarism detection time with preprocessing is significantly reduced than without. We could decrease the searching time in the 63.90% to 87.05% range maintaining sensitivity over 77.24%. In the process, it took a lot of time to generate GDIC.

<table>
<thead>
<tr>
<th></th>
<th>Previous method</th>
<th>Our method</th>
</tr>
</thead>
<tbody>
<tr>
<td>creation time of GDIC</td>
<td>-</td>
<td>12,624.32s</td>
</tr>
<tr>
<td>preprocessing time</td>
<td>-</td>
<td>3,458.62s</td>
</tr>
<tr>
<td>exhaustive searching time</td>
<td>144,886.92s</td>
<td>9,705.33s</td>
</tr>
<tr>
<td>total searching time</td>
<td>144,886.92s</td>
<td>25,788.27s</td>
</tr>
<tr>
<td></td>
<td>(40.24h)</td>
<td>(7.16h)</td>
</tr>
</tbody>
</table>

Table 6. In Set 1, a comparison between the previous methods and our methods in terms of computation time. Total search time, was reduced to 17.80% compared to that of the previous method, so it was 25,778.28 seconds. Creation time of GDIC accounted for 48.95% of the total time, and exhaustive search time was 37.64% of the total search time. And preprocessing time was 13.4% of the total. If we can optimize the GDIC generation process, then the system performance will be enhanced.
It required almost time in the 47.23% to 72.43% range of total operating time. If GDIC is already created or we do not need to make GDIC, then the searching time could be reduced to 50 to 80%. So in the future, we will study preprocessing with optimized and simplified GDIC and try to achieve process without GDIC.
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